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1.3.1 Faster Administration of Science and Technology Education and Research (FASTER)
Community of Practice (CoP)

FASTER, supported by the NITRD NCO, communicates with the White House Office of Management and
Budget (OMB) and the Federal Chief Information Officers (ClO) Council concerning IT R&D matters that are of
general interest to Federal agencies. FASTER's goal is to enhance collaboration and accelerate agencies’

adoption of advanced IT capabilities developed by Government-sponsored IT research. The group is focused
on the following strategic themes:

e (Cloud computing
e Semantic web and ontology technology

* Open government

e Emerging technologies

* Sharing knowledge, ideas, and best practices
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FASTER 2014

Faster Administration of Science and Technology Education and
Research (FASTER)

Participating Agencies: DARPA, DoD Service Research Organizations, DOE/SC, DHS, NARA, MASA, NIH, MNIST,
NOAA, OSD, and VA

The Federal ClO Council, under the leadership of OMB, coordinates the use of IT systems by federal agencies.
NITRD, under the leadership of OSTP, coordinates federally supported IT research. The FASTER Community of
Practice (CoP) is an association of science agency ClOs and/or their advanced technology specialists, organized
under NITRD to improwve the communication and coordination between the two interagency entities. The
primary focus of FASTER is on the IT challenges specific to supporting the federal scientific research enterprise.

Strategic Priorities

The FASTER CoP has identified several themes to promote the use of advanced IT systems in support of science
agency research and development missions. Through coordination and collaboration, FASTER seeks to share
information on protocols, standards, best practices, technology assessments, and testbeds, and to accelerate
deployment of promising research technology. Consensus among the participants determines the focused
theme activities. FASTER serves as a bridge between basic research and operational entities, especially in
crosscutting domains. The group’s activities are focused on the following strategic themes:

- Cloud computing

- Ontology technology

- Wikis and open collaboration
- EarthCube

- Emerging technologies

- Sharing knowledge, ideas, and best practices
A NYUas



FASTER 2015

Faster Administration of Science and Technology Education and
Research (FASTER)

Participating Agencies: DoD Service Research Organizations, DOE/SC, DHS, NARA, NASA, NIH, NIST, NOAA,
NSF, OSD, and VA

The Federal ClO Council, under the leadership of OMB, coordinates the use of IT systems by Federal agencies.
NITRD, under the leadership of OSTP, coordinates Federally supported IT research. The FASTER Community of
Practice (CoP) is an association of science agency ClOs and/or their advanced technology specialists, organized
under NITRD to improve the communication and coordination between the two interagency entities. The
primary focus of FASTER is on the IT challenges specific to supporting the Federal scientific research enterprise.

Strategic Priorities

The FASTER CoP has identified several themes to promote the use of advanced IT systems in support of science
agency research and development missions. Through coordination and collaboration, FASTER seeks to share
information on protocols, standards, best practices, technology assessments, and testbeds, and to accelerate
deployment of promising research technology. Consensus among the participants determines the focused
theme activities. FASTER serves as a bridge between basic research and operational entities, especially in
crosscutting domains. The group’s activities are focused on the following strategic themes:

e Cloud computing

e Open government: open data and public access

. Accelerated communication
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NITRD (1992~2015)

High-Performance Computing Act of 1991
"Continued United States leadership in high-performance computing.”
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US Billions

Gartner

Top 10 Trends

InD =
n Datacenters = _: _: -

DCGS-A, Afghanistan Top Research IBM
Trends $1B

CIA Invests in Cloud

/ /
NSF Grant to E.U Funds Research
14 Universities (US) $10.1 million
$5 million + €3 million
from the companies E.U funding ICTs research projects
on cloud. (60+) Hardware 9

e laas 30
$492 million Dacs o

Saas 11

ﬁ White House funding $734 million
(21.9 Billion until 2017)
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Cloud
Ecosystem

Supporting Academia

Organizations
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